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Network design topologies

Topologies listed are based on either Jericho / Ramon switch type (Accton, Arista, Ciena,
Nokia) or 51.2T switch type (Arista, Cisco, Dell, Juniper). Vendors/switch models vary for
port count and features — please consult desired vendor port count directly to confirm.

Some of the diagrams presented are designed around a Scalable Unit or POD - which can
determine overall network end to end latency and Al use cases. Certain ML/Al workloads

may require change of scalable unit size. Please consult with AMD Architecture as
required.

4-Megawatt network design assumptions

Important Note: These Are Estimates — Please See Vendor Model Data Sheets For Exact Power Specifications

System Jericho/Ramon 51.2T switch Storage/management
design design designs network design
e Quantity: e Quantity=10x e Quantity =61 e Please consult
256 7720R4-128PE & 64 switches - 51.2T storage and OEM
MI355X X 7700R4C switch (Dell - vendors for design
DLC-2K Cisco —Arista) and power
GPUs e Estimated specifications.
typical/load power |e Estimated
e Average 7720R4-128PE: typical/load
Power per 1032w/3848w = power per switch:
system = 10.32kW/38.48k 540w/1125w =
14kW 32.94kW/68.63kW
e Jericho/Ramon
o 256 estimated power
Systems = typical/load =
3.584 48.28kW/156.24kW
Megawatts
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Basic network topologies

2-Tier rail network

Switch  Switch
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Switch Switch  Switch Switch Switch  Switch
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e Enables large scalable unit sizes for large jobs or replica sizes.
e Efficient for workloads favoring ring-based collectives.
e Higherinfrastructure costs.

2-Tier tree network

Switch  Switch

o

Switch Switch

i

e Efficient for small workloads or replicas.

e FEasyto add capacity with proper planning.

e Potentially allows for lower infrastructure costs.
e Limited blast radius compared to rail networks.



[Public]

3-Tier rail TH5/)J3 network
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e Spine switches replaced with a 2-tier Jericho3-Al/Ramon3 fabric for increased
maximum cluster size.

e Deep buffers and scheduled fabric aid greatly with congestion issues in large
clusters at a small latency penalty.

3-Tier tree TH5/J3 network

Switch  Switch

O

Switch Switch

i

e Same benefits from switch to scheduled spine fabric as with rail, but retains the
primary characteristics of tree networks.



[Public]

3-Tier rail optimized network

Switch  Switch
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Switch  Switch ~ Switch Switch  Switch  Switch

—_———

e Allows for massive scalable unit sizes.
e Bestring-based collective performance at scale; at the cost of poor any-any
performance.

3-Tier tree network

Switch  Switch

!_I_FI_LV_I_I

Switch  Switch ~ Switch Switch  Switch ~ Switch

—

Switch Switch Switch Switch

—+

o Allows for massive cluster sizes.
e Bestany-any performance at scale.
e Suitable for a “campus style” deployment.
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3-Tier hybrid rail network

Switch  Switch
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Switch  Switch  Switch Switch  Switch  Switch

e

Switch  Switch Switch  Switch Switch  Switch Switch  Switch

e Allows for massive cluster sizes with large scalable units.

e Favorsring-based collectives, but does not sacrifice significant any-any
performance on large jobs.

e Suitable for a “campus-style” deployment.

3-Tier fully scheduled rail network

Switch  Switch

I_I_FI_LV_I_I

Switch  Switch  Switch Switch  Switch  Switch

e

Switch  Switch Switch  Switch Switch  Switch Switch ~ Switch

LA OQA £OQ P

e Medium sized scalable units.

e Excellent congestion performance due to deep buffers and scheduled fabric.

e Technical limitations limit cluster size to ~32K GPUs in recommended
configuration.



[Public]

Tree and rail designs

Fat tree networks

Switch Switch Switch

Folded Clos Network
(Virtual Fat Tree)

Switch Switch Switch Switch Switch

X %\ /\
Host Host Host Host

Fat Tree Topology "Fat Tree" Topology

The canonical fat tree topology is a network concept where a switch’s connection to
upstream peers has at least parity bandwidth with the total aggregate bandwidth of its
downstream connections. This causes links between switches to become “fatter” as they
get closer to the core.

The “fat tree” topology for Al/ML clusters instead refers to how a host is connected to its
upstream switches; in this case all host NICs terminate on the same switch. It can also be
considered 1-rail network. The network itself is generally a 3-stage or 5-stage folded Clos
network due the fixed radix of network switches.

Rail networks

Switch Switch

Folded Clos Network
(Virtual Fat Tree)

Switch Switch Switch Switch

o, ZE

Host Host Host Host Host Host

Rail Topology

Rail networks leverage the same folded Clos network as tree networks, but host
connections are instead aggregated onto switches based on NIC rank. These shared ranks
are referred to as rails and allow the network to provide preferential latency for
connections which share the same rail. The downside to this design is any traffic which
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needs to cross rails/ranks must traverse either the network spine layer, or Infinity Fabric
(PXN).

The above example shows an example 2-rail network, with the rails colored blue and red to
differentiate them.

Rail enables larger single hop ring domains:

Switch Switch Switch Switch
No traffic

traverses spines :E g : :

Switch Switch Switch Switch Switch ~ Traffic must traverse  gyitch
spine to match the
same scale as rail

=

> 2

o o

| 1
Infinity Fabric

Traffic must traverse i i Traffic remains ~ SWitch Switch
spine regardless of within scalable unit
scale for small scales

e Q9
z =z

2 =] =]
o o o

(L}
1 1
Infinity Fabric
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Scaling networks

Cluster backend deployment strategies

2-tier networks

Spine switches are not required for tree
networks until the second scalable unit is
deployed because "rails" are tied together

at scalable unit layer

Spine
Switch

Entire spine layer should be deployed
to tie rails together regardless of L
number of scalable units

Spine
Switch

Switch Switch

Node Node

Spine
Switch

Spine
Switch

Future
Switch

Future
Node

Future Future
Switch Switch
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3-tier tree networks

Super-spine switches are not required for hybrid-rail
designs until second super-scalable unit is to be deployed
because rails are tied at the spine layer. At which point >
entire super-spine layer should be deployed

Entire spine layer for first super-
§calable unit is still needed to tie - Spine Spine
rails together regardless of number Switch Switch

of scalable units

Future Future
Switch Switch

bl

Future Future
Node Node

Switch Switch

Node Node

Super-spine switches are required to tie rails
together for pure rail designs regardless of the
number of super-scalable units deployed

Spine
Switch Switch

PP

Future Future
Switch Switch

Il

Future Future
Node Node

Switch Switch

Node Node

Network subscription

Future Future
Spine Spine
Switch Switch

Future Future Future Future
Switch Switch Switch Switch

DAl

Future Future Future
Node Node Node

Future Future
Spine Spine
Switch Switch

Future Future Future Future
Switch Switch Switch Switch

Db

Future Future Future Future
Node Node Node Node

Subscription is the relationship between what is provided by the upstream network and
what is required by the downstream network in demand side.

Itis typically represented as a ratio:

Downstream Demand : Upstream Capacity

1:1 subscribed network would be equal downstream capacity to upstream capacity.

Example: 1:1.16 = (1 downstream demand : 1.16 upstream capacity. In this example there

is .16 more upstream capacity)

Or as a percentage:
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Downstream Demand

Subscription Rate =
ubscription Rate Upstream Capacity

80% subscription ratio could be referred to as “20% undersubscribed”, ora 120%
subscription ratio could be referred to as “20% oversubscribed”.

2K GPU topology design examples

Jericho/Ramon network diagrams

2048 GPU (256 nodes) tree design

Spine #1 Spine #2

Ramon3 Ramon3

| |
MIZXX Node MIZXK Node MIZXX Node MIZXK Node

Scalable Unit #1 Scalable Unit #2 Scalable Unit #3 Scalable Unit #64
4x MI3X{ Nodes 4x MI3X{ Nodes #x MI3X{ Nodes 4 MI3XX Nodes
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2048 GPU (256 nodes) tree scalable unit

Spine #1 Spine #2

Ramon3 Ramon3

2x 300GEBase-2XDR4

Full fabric omitted for clarity
4x 400GBase-DR4 each_

20x 300GBase-2XDR4 —_

16ix 00GBase-CRS to
32x 400GBase-CR4

1x 400GBase-CR4

MIZXK 400GbE NIC 400GbE NIC MIZXK

MIZXK 400GbE NIC 400GbE NIC MIZXK

MIZXX 400GbE NIC 400GbE NIC MIZXX

Ity Fabric
Ity Fabric

MIZXK 400GbE NIC 400GbE NIC MIZXK

il L
e s 7
il T

MIZXK 400GbE NIC 400GbE NIC MIZXK
MIZXK I 400GbE NIC 400GbE NIC I MIZXK

MI3XCK 400GbE NIC 400GbE NIC MI3XCK
MI3XX Node #1 MI3XX Node #2

MIZXX I 400GbE NIC 400GbE NIC I MIZXX

MIZXK 400GbE NIC 400GbE NIC MIZXK

MIZXK 400GbE NIC 400GbE NIC MIZXK
MIZXK I 400GbE NIC 400GbE NIC I MIZXK
MIZXK 400GbE NIC 400GbE NIC MIZXK
MIZXK I 400GbE NIC 400GbE NIC I MIZXK
MIZXK I 400GbE NIC 400GbE NIC I MIZXK

MIZXX 400GbE NIC 400GbE NIC MIZXX
MI3XX Node #3 MI3XX Node #4
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2048-2304 GPU (256-288 nodes) rail design

Spine #1 Spine #2

Ramon3 Ramon3

Leaf #5

Jericho3-Al
(Rail H)

|
|
|
MI3XX Node  MI3XX Node

Scalable Unit #1
32-36x MI3XX Nodes

Leai #64

Jericho3-Al
{Rail H)

|
|
|
MI3XX Mode  MI3XX Node

Scalable Unit #8
32-36x MI3XX Nodes

2048-2304 GPU (256-288 nodes) rail scalable unit

Spine #1 Spine #2

Ramon3 Ramon3 NN
16x 800GBase-2XDR4 —

4x 400GBase-DR4 each __
) Full mesh omitled for clarity

20x 800GBase 2XDR4 __

Jericho3-Al Jericho3-Al Jericho3-Al Jericho3-Al Jericho3-Al Jericho3-Al Jericho3-Al Jericho3-Al
(Rail A) (Rail B) (Rail C) (Rail D) (Rail E) (Rail F) (Rail G) (Rail H)

" 16-18x 800GBase-2XDR4
MI3XX 400GbE NIC

MI3XX 400GbE NIC

MI3XX 400GbE NIC

MIZXX 400GbE NIC

| finity F abric

i
e
L

36x 400GBase-DR4

MIZXX 400GbE NIC {one per node)

MI3XX I 400GbE NIC

MI3XX 400GbE NIC

MI3XX Node x32-36 “1x 400GBase DR4
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51.2T network diagrams
2072 GPU (259 nodes) tree design

51.2T Switch

MI3XX Node MI3XX Node

MI3XX Node

Scalable Unit #1
Tx MI3XX Nodes

Spine #1

51.2T Switch ~ 51.2T Switch

51.2T Switch

MI3XK Node MI3XX Node

MI3XX Node

Scalable Unit #2
Tx MI3XX Nodes

Spine #23

51.2T Switch

51.2T Switch

MI3XX Node MI3XX Node

MI3XE Node

Scalable Unit #3
Tx MI3XX Nodes

51.2T Switch

MI3XX Node MI3XX Node:

MI3XE Node

Scalable Unit #37
Tx MI3XX Nodes
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2072 GPU (259 nodes) tree scalable unit

Spine #1 Spine #2

51.2T Swilch 51.2T Swilch

2x 300GBase-2XDR4 i
(3x 400G connections used) |

3x 400GBase-DR4 each

35x B00GBase-2XDR4  _
(69x 400G conneclions used)

28x 800GBase-CRS fo
56x 400GBase-CR4 __
1x 400GBase-CR4

MI3XX 400GbE NIC 400GbE NIC MIBXX

MI3XX 400GbE NIC 400GbE NIC MIZXX

MI3XX 400GbE NIC 400GbE NIC MIBXX

Ity Fabric
Ity Fabric

MI3XX 400GbE NIC 400GbE NIC MIBXX

MI3XX 400GbE NIC 400GbE NIC I MIBXX

MI3XX 400GbE NIC 400GbE NIC MIBXX
MI3XX I 400GbE NIC 400GbE NIC I MIBXX

MIZX 400GbE NIC 400GbE NIC MIZXC
MI3XX Node #1 MI3XX Node #2

MI3XX 400GbE NIC
MI3XX 400GbE NIC
MI3XX 400GbE NIC
MI3XX 400GbE NIC
MI3XX 400GbE NIC
MI3XX 400GbE NIC
MI3XX I 400GbE NIC

MI3XC 400GbE NIC
MI3XX Node #7
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2080 GPU (260 nodes) rail design

Spine #1 Spine #2 Spine #21

51.2T Switch ~ 51.2T Switch UL 51.2T Switch

Leaf#1 Leaf#2 Leaf #5 Leaf #33 Leaf #34 Leaf #40

512T Switch  51.2T Switch 51.2T Switch il 51.2T Switch ~ 51.2T Switch — 51.2T Switch

| |
| |
| |
MI3XX Node  MI3XX Node MI3XX Mode  MI3XX Node

Scalable Unit #1 Scalable Unit #5
52 MI3XX Nodes 52 MI3XX Nodes

2080 GPU (260 nodes) rail scalable unit

Spine #1 Spine #2

512TSwich 512Tswich W H N
12x 800GBase-2XDR4 -

3x 400GBase-DR4 each

Full mesh omitied for clarity
32x 800GBase-2ZXDR4
(63x 400G connecfions used) . _

512T Switch  512T Switch  51.2T Switch  51.2T Switch  512T Switch  51.2T Switch  51.2T Switch  51.2T Switch
(Rail A) (Rail B) (Rail C) (Rail D) (Rail E) (Rail F) (Rail G) (Rail H)

~ 26x 800GBase-2XDR4
MI3XX 400GHE NIC
MIZXX 400GhE NIC
MIZXX 400GbE NIC

MIBXX 400GbE NIC

|rfinity F abric

400GbE NIC 527 400GBase-DR4
-~ (one per node)

il
e
L

MO
MIZXX I 400GbE NIC

MI3XX 400GbE NIC

MIZXCC Node x52 ‘1x 400GBase-DR4
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Disclaimer and attributions
DISCLAIMER

The information contained herein is for informational purposes only, and is subject to
change without notice. While every precaution has been taken in the preparation of this
document, it may contain technical inaccuracies, omissions and typographical errors, and
AMD is under no obligation to update or otherwise correct this information. Advanced
Micro Devices, Inc. makes no representations or warranties with respect to the accuracy or
completeness of the contents of this document, and assumes no liability of any kind,
including the implied warranties of noninfringement, merchantability or fitness for
particular purposes, with respect to the operation or use of AMD hardware, software or
other products described herein. No license, including implied or arising by estoppel, to
any intellectual property rights is granted by this document. Terms and limitations
applicable to the purchase or use of AMD’s products are as set forth in a sighed agreement
between the parties orin AMD's Standard Terms and Conditions of Sale. GD-18

COMPLIANCE WITH LAWS

Customer shall adhere to all applicable export laws and regulations including, without
limitation, those administered by the U.S. Department of Commerce — Bureau of Industry
and Security (U.S. Export Administration Regulations 15 CFR 730 et seq.) and those
administered by the U.S. Department of State in accordance with the U.S. International
Traffic in Arms Regulations (ITAR) set forth in Subchapter M, Title 22, Code of Federal
Regulations, Parts 120 through 130 (22 CFR 120-130), as the same may be amended from
time to time, and shall not export, re-export, resell, transfer, or disclose, directly or
indirectly, any Products or technical data, or the direct product of any Products or
technical data, to any proscribed person, entity, or country, or foreign national thereof,
unless properly authorized by the U.S. government and/or any other applicable or relevant
government or regulatory body, including the export authorities of all respective countries.
For the avoidance of doubt, Customer shall not use Products in, or re-export Products to
Belarus, Russia and the Donetsk (DNR) or Luhansk (LNR) regions of Ukraine, regardless of
the applicable export laws and regulations. Customer shallimpose upon its customers
terms at least as restrictive as those contained in this Clause 14 with respect to any sale,
distribution or export of Products.

© 2025 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, AMD
together we advance_, MI355, and combinations thereof are trademarks of Advanced
Micro Devices, Inc. Accton, Arista, Ciena, Dell, Cisco, Juniper, Nokia, Tomahawk and other
product names used in this publication are for identification purposes only and may be
trademarks of their respective owners. Certain AMD technologies may require third-party
enablement or activation. Supported features may vary by operating system. Please
confirm with the system manufacturer for specific features. No technology or product can
be completely secure.
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